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The Cosmic Microwave Background as seen by Planck and WMAP

COBE




The CMB fluctuations brought in the
era of precision cosmology

Planck
WMAP9
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CMB fluctuations tell us about one early epoch.
(indirectly there are ways to get at other epochs too)
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Euclid Mission 2021-2027 >10 billion galaxy images (photo-z) >10 million redshifts
(Ha)
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15 000 square degrees, most of the sky above the plane of the Milky
Way
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Hubble Deep Field image & ;
was taken over a very

small fraction of the sky.
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Euclid will cover all of the sky at

RS .. 2 o resolution!

something approaching this level of
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DEFLECTION OF LIGHT RAYS CROSSING THE UNIVERSE, EMITTED BY DISTANT GALAXIES
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Gravitational Lensing

Weak lens Strong lens
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" The Bullet Claster ¢ - é : '
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Theory of LSS




afilccurate
hicoryi?
imulations now agree to better
Simulationslos o 1% Atk 10

' The amount of information
scales at k3 there are 1°000’000x
more “k-modes” of information
to be used here.

Euclid wants to mine the deeply
non-linear regime of data at
k>0.1.

But do we have an accurate
theory for describing this highly
non-linear regime?

k [h/Mpc]
Figure 1. Comparison of the Power Spectra from the three dif-

ferent N-body codes at different redshifts. Green lines correspond
to Pkdgrav3, red lines to Gadget3, and blue lines to Ramses (ref-

erence lines). One percent accuracy is obtained for & < 1 h/Mpc



Simulation

~ Observations

Theory




Where there are
‘galaxies, there
are dark matter
halos (and visa
versa)

Our Milky Way galaxy lives in
a 10*2M, dark matter halo

To simulate such halos we
need at least 1000 “particles”

Our particles should be about

10°M,

The “piece” of the Universe
that Euclid will see requires
simulating a volume with side
length of 12 billion lightyears

These 2 factors lead to a
minimum simulation size of 4
trillion particles!
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Flagship mock galaxy catalog

Mocks

Klypin & Prada 17, Blot+

Covariance

Knabenhans+ (19,20)










Flagship v2.0 Big Numbers

(16’000)3 = 4.1 trillion particles

(3'600 h"'Mpc)3 volume

10° h't Mg particle mass (Millenium res)
835’000 node hours (12 core CPU + P100 GPU)

1.3 Pbytes of on-the-fly data
e 31 trillion particle light cone (700 TB)

« z=10, 1.35, 1.00, 0.78, 0.54, 0 full particle snapshots
(112 TB each)

e 50x 80003 delta(k) grids from z=50 to 0 (100 TB)
200 Healpix Maps (nSide=16384) (2 TB)

6. =150 billion Rockstar halos with particle subset
for placing satellites (in progressg)(??? TB)

vk wNe
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The True Story of 28,800 Bath Toys
Lost at Sea and of the Beachcombers,
Oceanographers, Environmentalists,
and Fools, Including the Author, Who
Went in Search of Them




Collisions can be
critical!

Real stars and planets don’t
always ignore each other!

This requires both very
precise forces and very
good integration of the
orbits at close approach.



The N-Body Solution of a 6-D Fluid
Collisionless Boltzmann Equation

N ) 2
Xi=2 -V Gmy/ | Xi-X;| : ; TR
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The density in 6-D phase
space is conserved. Where
the spatial density is high, the
spread in velocity space is
high (lower velocity space
density).




Simulating with particles
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For N particles — N(N-1)/2 Forces!

Today we use > 1 000 000 000 000 = 10724 Forces!



pkdgrav3 and Fast Multipole

O(10°) particles 0(10°) particles

0(10'2) interactions to calculate! O(N?) code.

Use a multipole approximation for the mass at M. to calculate the
force at each j: O(10°) interactions to calculate. O(Nlog N)
code.

Use a multipole approx for the mass at M, to approximate the
“potential landscape” at M, (n'" order gradients of the potential):
O(1) interaction to calculate. O(N) code!

FMM: memory balance = compute balance when all N particles are computed!



Calculating Forces — Direct
summation O(N#)

N(N-1). .. .
* There are (N=1) individual forces F;; to calculate at each step of the
integration of the equations of motion.

e Each of these forces requires about 20 floating point operations.

* The fastest computers today can theoretically do about 1017 flop/s.
« How long would it take to calculate the forces 1012 particles once?
e = 102° flop = 108s = 3.2 years!

» Typically we need to calculate forces several hundreds to thousands of
times per cosmology simulation, so this is a big problem.

* Accuracy in an N-body simulation comes primarily from N, the number
of particles used, not from the accuracy of the force calculation!



Calculating Forces — Multipole
approximation

i

Xi

] = Tem

* The gravitational potential at a point in space due to a mass
distribution over the volume V is given by,

@ = [,y(rDp@)d’r,

where y(|r|) denotes the Green’s function; for unsoftened gravity this
is given by y(r) = —1/r (setting G=1). The mass density for a
distribution of particles,

p(r) = X;ey 8(1r; — r)m; this then leads to,

= > miy(ri) =) my(rem +xi)

IEV IEV



Fast Multipole Method (FMM):
O(N)

N e

vv...vop M

e Same as before but this tlme assummg |xl + y,| KL |reml,
@ = Emz 95y rem)]: e +¥))"

* Now we need to use the bmomlal theorem for the tensor at the end,
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Fast Multipole Method (FMM): O(N)

A constant number of
subvolumes of the
same scale as the sink

Each M-L interaction
takes about 450 flop at
5th order.

In reality the M-L
interaction is more
complex than
outlined.

Time to calculate all
Total nunber of sink forces on a trillion

local expansion is O(N) only a few seconds vs.
3.2 years!

We use trace-free
moments for M and L.

We use unit vectors to
avoid very high
powers of r that can
occur. This is also very
important for mixed
precision calculation.
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Computation...



My first N-body
machine (very ugly)

1486 DX (had a math
coprocessor, bought

with my own
money)

N = 32’000 particles
while studying in
Toronto 1992



Piz Daint — over 5000 GPU Nodes
4000 Nodes were used

Swiss National Computing Center (CSCS) in Lugano, Switzerland



The pkdgrav3 N-Body
Code

e Started developmentin
1992 (NASA HPCC)

* Fast Multipole Method,
O(N), 5th order in ®

* Open source, available at:
www.pkdgrav.org

Douglas Potter >
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Memory Usage in pkdgrav3

0.5 billion particles can fit on a 32 Gbyte Node like Piz Daint
28 bytes persistent <28 bytes / particle ~5 bytes / particle

Cache/Buffers

int32_t

int32_t
int32_t
0-8 bytes ephemeral

float

float

Group finding
Other analysis

ClIAoS is used for the particle and cell A0SOA is used for all interaction lists
memory which makes moving particles which are built by the TreeWalk
around simple algorithm.

float

Reducing memory usage increases the capability of existing machines, but also
increases performance somewhat. Simulations are limited more by memory footprint.



GPU Hybrid Computing

Piz Daint example

We don’t directly use MPI or pthreads in the main code, but our
own MDL library which implements a software cache to access
data on remote nodes or threads.

CPU GPU (P100)




AVX instructions, what are they?

mnlar ML

e W n % T I
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e SSE: 4 x float (128 bit), AVX: 8 x float (256 bit), AVX-512:
16 x float
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Mixed Precision (and Tensor Ops?)

. n
» Scaled multipoles: Instead of M*! = Zizc‘jk” m; x;¢, use
l
Xi

kl _ YNcetr M
M _Zi=1 M (r )
cell cell

* Each expansion can be caEcuIated E’I sin%le prchision (fp32)
with the force being M /r=(1 + 6° + 6~ + 6% + -+ ) with
most of the flop being In the ‘ ). This can probably also be

| be calculated in double

done with fp16. M /T“ can sti
precision (fp64).

Format of Floating points
IEEE754

64bit = double, double precision
sssssssssss

32bit = float, single precision

[ rm—————]
1 8tk

23

Single Precisi 15.7 TFLOPS .
16bit = half, half precision m
] —/3 Double Precision (FP64)* 7.8 TFLOPS 7.0 TFLOPS 8.2 TFLOPS

1 Sbat 1000




Profile of 4.1 trillion particle simulation (Piz Daint)
O(N) and everything else matters!

Euclid 4 Trilion Parbicle Samulafon

Finer time- ) " File Dutput
. Analys ; —
stepping Tree skl

Dawmain Decompasilion I
t0.z=10.0 Load imbalance m——

Cadhe Wail
Granity Computing —

12 hour “large”
Queue was used

W
]
]
5
E
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E
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Gets faster toward z=0.
Clustering doesn’t
matter!




Load balancing: domain

decomposition
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Compute
balance

Memory Data
balance locality

Is it possible to achieve all three?



weak scaling
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Frontier: Simulating the Baryons as well as the dark

Zoo
10° ¢
Dynamic
F,anqc/
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8 | Large Volumes
Do )

| @ muRiphase ISM @
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1 10 100
Effective box size [ comoving Mpc |

Modeling Challenges - Galaxy formation highly complex
* range of scale problem
« model degeneracies

Complex numerical models required = HPC & ML needed!



Pinwheel

Astrophysicists solve a dark matter
puzzle

81 Lo Pt g, et Lt ane Lonn Sas Byt e ety # Caort e

18 2 new Nature ey, team of

repart how, when tiey galaxies colide with blgger cnes, the blgger galades
ot il The smaler Calaies of Ihar Gark matier — Maller Thal we (ot T see
Grecty, but which aatrophywicists think must ealst becasee, winoet ks
Eravitational effects, They coukint explein thiags The the metions of &
Ealay's st




p
Cosmological volume simulation with FIRE physics (Feldmann) lL ﬁﬁ%x y

Mitigates range of scale problem:
* FIREbox first simulation of its kind to reach a dynamic range > 10°

¢ Resolve galaxy structure & multi-phase ISM in fully cosmological context down to z=0

RF et al. RF et al.



Summary

Simulations are the only tool able to reliably calculate
observables in the highly non-linear regime. They are
effectively “the Theory” for upcoming observational surveys
(Euclid, SKA).

To reach the required precision, very large simulations and
simulation campaigns are mandatory.

Modern simulation codes, like PKDGRAV3, need to
continually adapt to new supercomputing architectures! Soon
simulations will reach >10 trillion particles, a big challenge to
the data processing!

Machine learning provides a way of “replacing” simulations,
or parts of simulations, at a vastly reduced cost. Could be
used to perform Galaxy formation over a large volume.




