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Background

High throughput sequencing (HTS) technologies
= Short reads (lllumina), Long reads (ONT, PacBio)

Single-node to clouds and HPC systems

Genomics computational workflows

Big data frameworks-based solutions

= Halvade

= ADAM and SparkGA2

]
TU Delft



Serialization,
Memory overhead
and
Scalability issues
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Technologies introduction

= Apache Arrow

= Apache Arrow is an in-memory standard columnar data format
= Columnar data storage enables efficient vectorized operations
= Better cache locality can be exploited using this format

= Arrow provides cross-language interoperability

n GPU/FPGA Java Python
FPGA/GPU PVM FPGA/GPU Accelerators
Accelerators C/C++ Apps JVM/JIT (Interpreter) C/C++ (fletcher/arrow-cuda-glib)
Apache Arrow APIs
Java AppS Python Apps (For C, C++, C#, Go, Java, JS, Python, R, Ruby, Rust, Verilog and Cuda)
Memory

JVM (Serialize/deserialize and copy) PVM/Interpreter

Memory
(Arrow in-memory data format)

Storage Network
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Technologies introduction

= Apache Arrow Flight

= Arrow Flight is a submodule in the Apache Arrow project

= Arrow Flight provides a high performance, secure, parallel and c
platform language support

= Apache Spark integration

= Arrow Flight client-server setup

%
TUDelft

GetFlightinfo

v

Flightinfo

A

DoGet

v

Qient

FlightData

B--EEEEE




Technologies introduction

Apache Arrow Flight

= Remote client-server throughput
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Implementation

= Alignment
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Implementation

= Alignment
= ArrowSAM
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Streaming

Implementation

Alignment
ArrowSAM
Arrow Flight comm

Alignment

Pre-processing
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Streaming input (*.fastqand *.fasta) = output (*.sam, *.bam, *.vf.qz, *.arrow, *.parquet)

Implementation

- AI Ig nme nt Aligiment ATONEAM Flight data merge, sort & store processes Variant calling
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Arrow Flight Connections
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Results

* Performance evaluation
= Runtime speedup
= Cluster scalability
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Results

Comparison with MPIl and Apache Spark
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Conclusion

= Arrow Flight Throughput
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Conclusion

= Accuracy

TABLE 1
ACCURACY EVALUATION OF SMALL VARIANTS OF HG002 (NA24385 WITH 50X COVERAGE TAKEN FROM PRECISIONFDA CHALLENGE V2 DATASETS)
AGAINST GIAB HG002 v4.2 BENCHMARKING SET. THIS TABLE SHOWS THE SNP AND INDEL RESULTS FOR "CHR1” ON A SINGLE NODE (DEFAULT)

RUN.
Variant type  Truth total  True positives  False negatives  False positives Recall Precision  F1-Score
INDEL 42689 42390 299 131 0.992996 0.997053  0.995020
SNP 264143 262367 1776 351 0.993276  0.998665  0.995963
TABLE 11

ACCURACY EVALUATION OF SMALL VARIANTS OF HG002 (NA24385 WITH 50X COVERAGE TAKEN FROM PRECISIONFDA CHALLENGE V2 DATASETS)
AGAINST GIAB HG002 v4.2 BENCHMARKING SET. THIS TABLE SHOWS THE SNP AND INDEL RESULTS FOR "CHR1” ON A CLUSTER SCALED
(DISTRIBUTED) IMPLEMENTATION. "CHR1” HAS BEEN CHUNKED INTO TEN PARTS.

Variant type  Truth total  True positives  False negatives  False positives Recall Precision  F1-Score
INDEL 42689 42390 299 127 0.992996 0.997142  0.995065
SNP 264143 262365 1778 355 0.993269  0.998649  0.995952
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Conclusion

= Cluster scalability
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Thank you for your attention
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