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Background

▪ High throughput sequencing (HTS) technologies
▪ Short reads (Illumina), Long reads (ONT, PacBio)

▪ Single-node to clouds and HPC systems
▪ Genomics computational workflows

▪ Big data frameworks-based solutions
▪ Halvade

▪ ADAM and SparkGA2 



Serialization, 
Memory overhead 

and 
Scalability issues



Technologies introduction

▪ Apache Arrow
▪ Apache Arrow is an in-memory standard columnar data format

▪ Columnar data storage enables efficient vectorized operations

▪ Better cache locality can be exploited using this format

▪ Arrow provides cross-language interoperability

▪ GPU/FPGA 



Technologies introduction

▪ Apache Arrow Flight
▪ Arrow Flight is a submodule in the Apache Arrow project 

▪ Arrow Flight provides a high performance, secure, parallel and cross-
platform language support 

▪ Apache Spark integration

▪ Arrow Flight client-server setup 



Technologies introduction

▪ Apache Arrow Flight
▪ Remote client-server throughput



Implementation

▪ Alignment
▪ ArrowSAM
▪ Arrow Flight comm
▪ Pre-processing
▪ Variant calling
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Results

▪ Performance evaluation
▪ Runtime speedup
▪ Cluster scalability



Results

▪ Comparison with MPI and Apache Spark



Conclusion

▪ Arrow Flight Throughput



Conclusion

▪ Accuracy



Conclusion

▪ Cluster scalability
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